# Introduction to the Calculus of Variations: Lecture 19 

Swarnendu Sil<br>Department of Mathematics<br>Indian Institute of Science

Spring Semester 2021

## Outline

## Direct methods

Dirichlet Integral
Integrands depending only on the gradient
Integrands with $x$ dependence
Euler-Lagrange Equations
Necessity of convexity and the vectorial calculus of variations
Weak continuity of the determinants

Euler-Lagrange Equations
Necessity of convexity and the vectorial calculus of variations
Weak continuity of the determinants

## Euler-Lagrange equations

Now we want to derive the Euler-Lagrange equation satisfied by a minimizer.

Direct methods
Dirichlet Integral
Integrands depending only on the gradient

Integrands with $x$ dependence
Integrands with $x$ and $u$ dependence
Euler-Lagrange Equations
Necessity of convexity and the vectorial calculus of variations
Weak continuity of the determinants

The End

## Euler-Lagrange equations

Now we want to derive the Euler-Lagrange equation satisfied by a minimizer. But this would require certain regularity of the integrand $f$.

Direct methods
Dirichlet Integral
Integrands depending only on the gradient
Integrands with $x$
dependence
Integrands with $x$ and $u$ dependence
Euler-Lagrange Equations
Necessity of convexity and the vectorial calculus of variations
Weak continuity of the determinants

## Euler-Lagrange equations

Now we want to derive the Euler-Lagrange equation satisfied by a minimizer. But this would require certain regularity of the integrand $f$. So far, we have only worked with the assumption that $f$ is a Carathéodory function satisfying some coercivity conditions.

Direct methods
Dirichlet Integral
Integrands depending only on the gradient

Integrands with $x$
dependence
Integrands with $x$ and $u$ dependence
Euler-Lagrange Equations Necessity of convexity and the vectorial calculus of variations
Weak continuity of the determinants

## Euler-Lagrange equations

Now we want to derive the Euler-Lagrange equation satisfied by a minimizer. But this would require certain regularity of the integrand $f$. So far, we have only worked with the assumption that $f$ is a Carathéodory function satisfying some coercivity conditions. Now we need to assume something more, which are called growth conditions.

Direct methods
Dirichlet Integral
Integrands depending only on the gradient
Integrands with X
dependence
Integrands with $x$ and $u$ dependence
Euler-Lagrange Equations Necessity of convexity and the vectorial calculus of variations

Weak continuity of the determinants

## Euler-Lagrange equations

Now we want to derive the Euler-Lagrange equation satisfied by a minimizer. But this would require certain regularity of the integrand $f$. So far, we have only worked with the assumption that $f$ is a Carathéodory function satisfying some coercivity conditions. Now we need to assume something more, which are called growth conditions. These tells us how $|f(x, u, \xi)|$ grows when $|u|,|\xi| \rightarrow \infty$.

Direct methods
Dirichlet Integral
Integrands depending only on the gradient
Integrands with $x$
dependence
Integrands with $x$ and $u$ dependence
Euler-Lagrange Equations Necessity of convexity and the vectorial calculus of variations
Weak continuity of the determinants

## Euler-Lagrange equations

Now we want to derive the Euler-Lagrange equation satisfied by a minimizer. But this would require certain regularity of the integrand $f$. So far, we have only worked with the assumption that $f$ is a Carathéodory function satisfying some coercivity conditions. Now we need to assume something more, which are called growth conditions. These tells us how $|f(x, u, \xi)|$ grows when $|u|,|\xi| \rightarrow \infty$.

## Definition (Growth condition on $f$ )

Let $1<p<\infty$. A Carathéodory function

$$
f: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N \times n} \rightarrow \mathbb{R}, \quad f=f(x, u, \xi)
$$

is said to satisfy $p$-growth conditions

## Direct methods

Dirichlet Integral
Integrands depending only on the gradient
Integrands with $x$
dependence
Integrands with $x$ and $u$ dependence
Euler-Lagrange Equations Necessity of convexity and the vectorial calculus of variations
Weak continuity of the determinants

## Euler-Lagrange equations

Now we want to derive the Euler-Lagrange equation satisfied by a minimizer. But this would require certain regularity of the integrand $f$. So far, we have only worked with the assumption that $f$ is a Carathéodory function satisfying some coercivity conditions. Now we need to assume something more, which are called growth conditions. These tells us how $|f(x, u, \xi)|$ grows when $|u|,|\xi| \rightarrow \infty$.

## Definition (Growth condition on $f$ )

Let $1<p<\infty$. A Carathéodory function

$$
f: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N \times n} \rightarrow \mathbb{R}, \quad f=f(x, u, \xi)
$$

is said to satisfy $p$-growth conditions if there exists $\alpha \in L^{1}(\Omega)$ and $\beta \geq 0$ such that

## Euler-Lagrange equations

Now we want to derive the Euler-Lagrange equation satisfied by a minimizer. But this would require certain regularity of the integrand $f$. So far, we have only worked with the assumption that $f$ is a Carathéodory function satisfying some coercivity conditions. Now we need to assume something more, which are called growth conditions. These tells us how $|f(x, u, \xi)|$ grows when $|u|,|\xi| \rightarrow \infty$.

## Definition (Growth condition on $f$ )

Let $1<p<\infty$. A Carathéodory function

$$
f: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N \times n} \rightarrow \mathbb{R}, \quad f=f(x, u, \xi)
$$

is said to satisfy $p$-growth conditions if there exists $\alpha \in L^{1}(\Omega)$ and $\beta \geq 0$ such that

$$
\begin{equation*}
|f(x, u, \xi)| \leq \alpha(x)+\beta\left(|u|^{p}+|\xi|^{p}\right) \tag{p}
\end{equation*}
$$

## Euler-Lagrange equations

Now we want to derive the Euler-Lagrange equation satisfied by a minimizer. But this would require certain regularity of the integrand $f$. So far, we have only worked with the assumption that $f$ is a Carathéodory function satisfying some coercivity conditions. Now we need to assume something more, which are called growth conditions. These tells us how $|f(x, u, \xi)|$ grows when $|u|,|\xi| \rightarrow \infty$.

## Definition (Growth condition on $f$ )

Let $1<p<\infty$. A Carathéodory function

$$
f: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N \times n} \rightarrow \mathbb{R}, \quad f=f(x, u, \xi)
$$

is said to satisfy $p$-growth conditions if there exists $\alpha \in L^{1}(\Omega)$ and $\beta \geq 0$ such that

$$
\begin{equation*}
|f(x, u, \xi)| \leq \alpha(x)+\beta\left(|u|^{p}+|\xi|^{p}\right) \tag{p}
\end{equation*}
$$

for a.e. $x \in \Omega$ and for every $(u, \xi) \in \mathbb{R}^{N} \times \mathbb{R}^{N \times n}$.

## Growth conditions on the derivatives

Note that the $p$-growth conditions automatically implies that

## Growth conditions on the derivatives

Note that the $p$-growth conditions automatically implies that

$$
I[u]:=\int_{\Omega} f(x, u(x), \nabla u(x)) \mathrm{d} x<\infty
$$

for every $u \in W^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$.

## Direct methods <br> Dirichlet Integral <br> Integrands depending only on the gradient <br> Integrands with $x$ <br> dependence

Integrands with $x$ and $u$ dependence
Euler-Lagrange Equations Necessity of convexity and the vectorial calculus of variations
Weak continuity of the determinants

## Growth conditions on the derivatives

Note that the $p$-growth conditions automatically implies that

$$
I[u]:=\int_{\Omega} f(x, u(x), \nabla u(x)) \mathrm{d} x<\infty
$$

for every $u \in W^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$.
Now we need some growth conditions on the derivatives of $f$.

## Direct methods

Dirichlet Integral
Integrands depending only on the gradient
Integrands with $x$
dependence
Integrands with $x$ and $u$ dependence
Euler-Lagrange Equations Necessity of convexity and the vectorial calculus of variations
Weak continuity of the determinants

## Growth conditions on the derivatives

Note that the $p$-growth conditions automatically implies that

$$
I[u]:=\int_{\Omega} f(x, u(x), \nabla u(x)) \mathrm{d} x<\infty
$$

for every $u \in W^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$.
Now we need some growth conditions on the derivatives of $f$.
Definition (Controllable $p$-growth conditions)
Let $1<p<\infty$.

## Growth conditions on the derivatives

Note that the $p$-growth conditions automatically implies that

$$
I[u]:=\int_{\Omega} f(x, u(x), \nabla u(x)) \mathrm{d} x<\infty
$$

for every $u \in W^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$.
Now we need some growth conditions on the derivatives of $f$.
Definition (Controllable $p$-growth conditions)
Let $1<p<\infty$. A Carathéodory function $f=f(x, u, \xi)$ is said to satisfy controllable $p$-growth conditions

## Growth conditions on the derivatives

Note that the $p$-growth conditions automatically implies that

$$
I[u]:=\int_{\Omega} f(x, u(x), \nabla u(x)) \mathrm{d} x<\infty
$$

for every $u \in W^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$.
Now we need some growth conditions on the derivatives of $f$.
Definition (Controllable $p$-growth conditions)
Let $1<p<\infty$. A Carathéodory function $f=f(x, u, \xi)$ is said to satisfy controllable $p$-growth conditions if $f_{u^{i}}$ and $f_{\xi_{\alpha}^{i}}$ are Carathéodory functions

## Growth conditions on the derivatives

Note that the $p$-growth conditions automatically implies that

$$
I[u]:=\int_{\Omega} f(x, u(x), \nabla u(x)) \mathrm{d} x<\infty
$$

for every $u \in W^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$.
Now we need some growth conditions on the derivatives of $f$.
Definition (Controllable $p$-growth conditions)
Let $1<p<\infty$. A Carathéodory function $f=f(x, u, \xi)$ is said to satisfy controllable $p$-growth conditions if $f_{u^{i}}$ and $f_{\xi_{\alpha}^{i}}$ are Carathéodory functions for every $1 \leq i \leq N$ and $1 \leq \alpha \leq n$ and these functions satisfy the estimates

## Growth conditions on the derivatives

Note that the $p$-growth conditions automatically implies that

$$
I[u]:=\int_{\Omega} f(x, u(x), \nabla u(x)) \mathrm{d} x<\infty
$$

for every $u \in W^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$.
Now we need some growth conditions on the derivatives of $f$.

## Definition (Controllable $p$-growth conditions)

Let $1<p<\infty$. A Carathéodory function $f=f(x, u, \xi)$ is said to satisfy controllable $p$-growth conditions if $f_{u^{i}}$ and $f_{\xi_{\alpha}^{i}}$ are Carathéodory functions for every $1 \leq i \leq N$ and $1 \leq \alpha \leq n$ and these functions satisfy the estimates

$$
\left|D_{u} f(x, u, \xi)\right| \leq \alpha_{1}(x)+\beta\left(|u|^{p-1}+|\xi|^{p-1}\right)
$$

## Growth conditions on the derivatives

Note that the $p$-growth conditions automatically implies that

$$
I[u]:=\int_{\Omega} f(x, u(x), \nabla u(x)) \mathrm{d} x<\infty
$$

for every $u \in W^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$.
Now we need some growth conditions on the derivatives of $f$.

## Definition (Controllable $p$-growth conditions)

Let $1<p<\infty$. A Carathéodory function $f=f(x, u, \xi)$ is said to satisfy controllable $p$-growth conditions if $f_{u^{i}}$ and $f_{\xi_{\alpha}^{i}}$ are Carathéodory functions for every $1 \leq i \leq N$ and $1 \leq \alpha \leq n$ and these functions satisfy the estimates

$$
\left.\begin{array}{r}
\left|D_{u} f(x, u, \xi)\right| \leq \alpha_{1}(x)+\beta\left(|u|^{p-1}+|\xi|^{p-1}\right) \\
\left|D_{\xi} f(x, u, \xi)\right| \leq \alpha_{2}(x)+\beta\left(|u|^{p-1}+|\xi|^{p-1}\right)
\end{array}\right\} \quad\left(G_{p, \text { cont }}\right)
$$

## Growth conditions on the derivatives

Note that the $p$-growth conditions automatically implies that

$$
I[u]:=\int_{\Omega} f(x, u(x), \nabla u(x)) \mathrm{d} x<\infty
$$

for every $u \in W^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$.
Now we need some growth conditions on the derivatives of $f$.
Definition (Controllable $p$-growth conditions)
Let $1<p<\infty$. A Carathéodory function $f=f(x, u, \xi)$ is said to satisfy controllable $p$-growth conditions if $f_{u^{i}}$ and $f_{\xi_{\alpha}^{i}}$ are Carathéodory functions for every $1 \leq i \leq N$ and $1 \leq \alpha \leq n$ and these functions satisfy the estimates

$$
\left.\begin{array}{r}
\left|D_{u} f(x, u, \xi)\right| \leq \alpha_{1}(x)+\beta\left(|u|^{p-1}+|\xi|^{p-1}\right) \\
\left|D_{\xi} f(x, u, \xi)\right| \leq \alpha_{2}(x)+\beta\left(|u|^{p-1}+|\xi|^{p-1}\right) \tag{cont}
\end{array}\right\}
$$

for a.e. $x \in \Omega$ and for every $(u, \xi) \in \mathbb{R}^{N} \times \mathbb{R}^{N \times n}$ for some $\alpha_{1}, \alpha_{2} \in L^{1}(\Omega)$ and $\beta \geq 0$

## Euler-Lagrange equations

## Theorem (Euler-Lagrange equations)

Let $n \geq 2, N \geq 1$ be integers, $\Omega \subset \mathbb{R}^{n}$ be open, bounded, smooth and $1<p<\infty$.

Direct methods
Dirichlet Integral
Integrands depending only on the gradient

Integrands with $x$ dependence
Integrands with $x$ and $u$ dependence
Euler-Lagrange Equations
Necessity of convexity and the vectorial calculus of variations
Weak continuity of the determinants

The End

## Euler-Lagrange equations

## Theorem (Euler-Lagrange equations)

Let $n \geq 2, N \geq 1$ be integers, $\Omega \subset \mathbb{R}^{n}$ be open, bounded, smooth and $1<p<\infty$. Let $f: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N \times n} \rightarrow \mathbb{R}, f=f(x, u, \xi)$ satisfy $\left(G_{p}\right)$ and $\left(G_{p, \text { cont }}\right)$.

## Direct methods

Dirichlet Integral
Integrands depending only on the gradient

Integrands with $x$
dependence
Integrands with $x$ and $u$ dependence
Euler-Lagrange Equations Necessity of convexity and the vectorial calculus of variations
Weak continuity of the determinants

## Euler-Lagrange equations

## Theorem (Euler-Lagrange equations)

Let $n \geq 2, N \geq 1$ be integers, $\Omega \subset \mathbb{R}^{n}$ be open, bounded, smooth and $1<p<\infty$. Let $f: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N \times n} \rightarrow \mathbb{R}, f=f(x, u, \xi)$ satisfy $\left(G_{p}\right)$ and $\left(G_{p, \text { cont }}\right)$. Suppose $\bar{u} \in u_{0}+W_{0}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ is a minimizer for

## Direct methods

Dirichlet Integral
Integrands depending only on the gradient

Integrands with $x$
dependence
Integrands with $x$ and $u$ dependence
Euler-Lagrange Equations Necessity of convexity and the vectorial calculus of variations

Weak continuity of the determinants

## Euler-Lagrange equations

## Theorem (Euler-Lagrange equations)

Let $n \geq 2, N \geq 1$ be integers, $\Omega \subset \mathbb{R}^{n}$ be open, bounded, smooth and $1<p<\infty$. Let $f: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N \times n} \rightarrow \mathbb{R}, f=f(x, u, \xi)$ satisfy $\left(G_{p}\right)$ and $\left(G_{p, \text { cont }}\right)$. Suppose $\bar{u} \in u_{0}+W_{0}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ is a minimizer for

$$
\inf \left\{I[u]: u \in u_{0}+W_{0}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)\right\}=m
$$

## Direct methods

Dirichlet Integral
Integrands depending only on the gradient

Integrands with X
dependence
Integrands with $x$ and $u$ dependence
Euler-Lagrange Equations Necessity of convexity and the vectorial calculus of variations

Weak continuity of the determinants

## Euler-Lagrange equations

## Theorem (Euler-Lagrange equations)

Let $n \geq 2, N \geq 1$ be integers, $\Omega \subset \mathbb{R}^{n}$ be open, bounded, smooth and $1<p<\infty$. Let $f: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N \times n} \rightarrow \mathbb{R}, f=f(x, u, \xi)$ satisfy $\left(G_{p}\right)$ and $\left(G_{p, \text { cont }}\right)$. Suppose $\bar{u} \in u_{0}+W_{0}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ is a minimizer for

$$
\inf \left\{I[u]: u \in u_{0}+W_{0}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)\right\}=m
$$

Then for every $\phi \in W_{0}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$, we have

## Direct methods

Dirichlet Integral
Integrands depending only on the gradient

Integrands with $x$
dependence
Integrands with $x$ and $u$ dependence
Euler-Lagrange Equations Necessity of convexity and the vectorial calculus of variations

Weak continuity of the determinants

## Euler-Lagrange equations

## Theorem (Euler-Lagrange equations)

Let $n \geq 2, N \geq 1$ be integers, $\Omega \subset \mathbb{R}^{n}$ be open, bounded, smooth and $1<p<\infty$. Let $f: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N \times n} \rightarrow \mathbb{R}, f=f(x, u, \xi)$ satisfy $\left(G_{p}\right)$ and $\left(G_{p, \text { cont }}\right)$. Suppose $\bar{u} \in u_{0}+W_{0}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ is a minimizer for

$$
\inf \left\{I[u]: u \in u_{0}+W_{0}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)\right\}=m
$$

Then for every $\phi \in W_{0}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$, we have

$$
\int_{\Omega}\left[\left\langle D_{\xi} f(x, \bar{u}, \nabla \bar{u}), \nabla \phi\right\rangle+\left\langle D_{u} f(x, \bar{u}, \nabla \bar{u}), \phi\right\rangle\right] \mathrm{d} x=0 .
$$

## Euler-Lagrange equations

## Theorem (Euler-Lagrange equations)

Let $n \geq 2, N \geq 1$ be integers, $\Omega \subset \mathbb{R}^{n}$ be open, bounded, smooth and $1<p<\infty$. Let $f: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N \times n} \rightarrow \mathbb{R}, f=f(x, u, \xi)$ satisfy $\left(G_{p}\right)$ and $\left(G_{p, \text { cont }}\right)$. Suppose $\bar{u} \in u_{0}+W_{0}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ is a minimizer for

$$
\inf \left\{l[u]: u \in u_{0}+W_{0}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)\right\}=m
$$

Then for every $\phi \in W_{0}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$, we have

$$
\int_{\Omega}\left[\left\langle D_{\xi} f(x, \bar{u}, \nabla \bar{u}), \nabla \phi\right\rangle+\left\langle D_{u} f(x, \bar{u}, \nabla \bar{u}), \phi\right\rangle\right] \mathrm{d} x=0 .
$$

In other words, $\bar{u}$ is a 'weak' solution for the Dirichlet BVP for the (system of) PDE

## Euler-Lagrange equations

## Theorem (Euler-Lagrange equations)

Let $n \geq 2, N \geq 1$ be integers, $\Omega \subset \mathbb{R}^{n}$ be open, bounded, smooth and $1<p<\infty$. Let $f: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N \times n} \rightarrow \mathbb{R}, f=f(x, u, \xi)$ satisfy $\left(G_{p}\right)$ and $\left(G_{p, \text { cont }}\right)$. Suppose $\bar{u} \in u_{0}+W_{0}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ is a minimizer for

$$
\inf \left\{l[u]: u \in u_{0}+W_{0}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)\right\}=m
$$

Then for every $\phi \in W_{0}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$, we have

$$
\int_{\Omega}\left[\left\langle D_{\xi} f(x, \bar{u}, \nabla \bar{u}), \nabla \phi\right\rangle+\left\langle D_{u} f(x, \bar{u}, \nabla \bar{u}), \phi\right\rangle\right] \mathrm{d} x=0 .
$$

In other words, $\bar{u}$ is a 'weak' solution for the Dirichlet BVP for the (system of) PDE

$$
\left\{\begin{aligned}
\operatorname{div}\left[D_{\xi} f(x, u, \nabla u)\right] & =D_{u} f(x, u, \nabla u) & & \text { in } \Omega \\
u & =u_{0} & & \text { on } \partial \Omega .
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The last identity is truw for $u_{s}$ in $W^{1, p}$ as well, by density.
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