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We shall prove it in the problem sheet in stages.
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Probably it is better to view the analogy in reverse.
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## Remark
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## Proposition

Let $c:[0, L(c)] \rightarrow \mathbb{R}^{N}$ be a curve which can be parametrized by arc-lenth. Then among all reparametrizations

$$
\tau:[0, L(c)] \rightarrow[0, L(c)]
$$

the parametrization by arc-length has the smallest energy and satisfies

$$
L(c)=2 E(c) .
$$

Thus, we can minimize $E(c)$ instead of $L(c)$ to find geodesic curves.
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$$
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$$
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Hence $\gamma$ is a minimizer.
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$$
\begin{equation*}
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\end{equation*}
$$

in a neighborhood of $\left(t_{0}, u_{0}, \xi_{0}, \eta_{0}\right)$. However, since $\left(t, u(t), \dot{u}(t), f_{\xi}(t, u(t), \dot{u}(t))\right)$ also solves (1) in a neighborhood of ( $t_{0}, u_{0}, \xi_{0}, \eta_{0}$ ), we expect that by uniqueness, we shall have
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\dot{u}(t)=\varphi\left(t, u(t), f_{\xi}(t, u(t), \dot{u}(t))\right)
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Suppose for a given $(t, u, q) \in \Omega \times \mathbb{R}^{N}$, there exist two solutions $p_{1}, p_{2} \in \mathbb{R}^{N}$ such that

$$
q=f_{\xi}\left(t, u, p_{1}\right) \quad \text { and } \quad q=f_{\xi}\left(t, u, p_{2}\right) .
$$

Thus, we have

$$
\int_{a}^{b}\left[f_{\xi \xi}\left(t, u, s p_{1}+(1-s) p_{2}\right)\right]\left(p_{2}-p_{1}\right) \mathrm{d} s=0 .
$$

Since $f_{\xi \xi}$ is positive definite, this implies $p_{1}=p_{2}$.
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