## The critical exponent of a graph

Apoorva Khare
Indian Institute of Science, Bangalore

## Working example

Definition. A real symmetric matrix $A$ is positive (semidefinite) if all eigenvalues of $A$ are $\geqslant 0$. (Equivalently, $u^{T} A u \geqslant 0$ for all vectors $u$.)

Notation. Given $N \geqslant 1$ and $I \subset \mathbb{R}$, let $\mathbb{P}_{N}(I)$ denote the $N \times N$ positive (semidefinite) matrices, with entries in $I$. (Say $\left.\mathbb{P}_{N}=\mathbb{P}_{N}(\mathbb{R}).\right)$
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Notation. Given $N \geqslant 1$ and $I \subset \mathbb{R}$, let $\mathbb{P}_{N}(I)$ denote the $N \times N$ positive (semidefinite) matrices, with entries in $I$. (Say $\left.\mathbb{P}_{N}=\mathbb{P}_{N}(\mathbb{R}).\right)$

Example: Consider the following correlation matrices in $\mathbb{P}_{5}$ :

$$
A=\left(\begin{array}{ccccc}
1 & 0.6 & 0 & 0 & 0 \\
0.6 & 1 & 0.5 & 0 & 0 \\
0 & 0.5 & 1 & 0.4 & 0 \\
0 & 0 & 0.4 & 1 & 0.3 \\
0 & 0 & 0 & 0.3 & 1
\end{array}\right), \quad B=\left(\begin{array}{ccccc}
1 & 0.6 & 0.5 & 0 & 0 \\
0.6 & 1 & 0.6 & 0.5 & 0 \\
0.5 & 0.6 & 1 & 0.6 & 0.5 \\
0 & 0.5 & 0.6 & 1 & 0.6 \\
0 & 0 & 0.5 & 0.6 & 1
\end{array}\right) .
$$

(Pattern of zeros according to graphs: tree, banded graph.)
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Question: Raise each entry to the $\alpha$ th power for some $\alpha>0$. For which $\alpha$ are the resulting matrices positive?
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## Theorem (Schoenberg, Duke Math. J. 1942; Rudin, Duke Math. J. 1959)

Suppose $I=(-1,1)$ and $f: I \rightarrow \mathbb{R}$. The following are equivalent:
(1) $f[A] \in \mathbb{P}_{N}$ for all $A \in \mathbb{P}_{N}(I)$ and all $N$.
(2) $f$ is analytic on I and has nonnegative Taylor coefficients. In other words, $f(x)=\sum_{k=0}^{\infty} c_{k} x^{k}$ on $(-1,1)$ with all $c_{k} \geqslant 0$.

Question: What about positivity preservers for fixed $N$ ? Open for $N \geqslant 3$.
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Covariance matrix $\Sigma$ captures the linear relationships:

$$
\Sigma=\left(\sigma_{j k}\right)_{j, k=1}^{p}=\left(\operatorname{Cov}\left(X_{j}, X_{k}\right)\right)_{j, k=1}^{p}
$$

Important problem: Estimate $\Sigma$ given data $x_{1}, \ldots, x_{n} \in \mathbb{R}^{p}$ of $\left(X_{1}, \ldots, X_{p}\right)$.
Classical estimator (sample covariance matrix):

$$
S:=\frac{1}{n-1} \sum_{j=1}^{n}\left(x_{j}-\bar{x}\right)\left(x_{j}-\bar{x}\right)^{T} .
$$

In modern "large $p$, small $n$ " problems, $S$ is known to be a poor estimator of $\Sigma$ :
(a) low rank, (b) no graphical structure.
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- Highly scalable. Analysis on the cone - no optimization.
- Question: When does this procedure preserve positivity (psd)? (Critical for applications, since covariance matrices are psd.)
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Preserving positivity for fixed $N$ :

- Natural refinement of original problem of Schoenberg.
- In applications: dimension of the problem is known.

Unnecessarily restrictive to preserve positivity in all dimensions.

- Known for $N=2$ (Vasudeva, 1979). Open when $N \geqslant 3$.

Question: Given $N \geqslant 3$, find one polynomial $f(z)$ with a negative coefficient, such that for all $N \times N$ correlation matrices $A=\left(a_{j k}\right)$, $f[A]:=\left(f\left(a_{j k}\right)\right)$ is positive semidefinite.

- Open to date. (Necessary conditions: Loewner, Horn, Trans. AMS 1969.)
- We answer this affirmatively (with characterizations) in recent work:
- [Belton, Guillot, K., Putinar], Adv. Math., 2016
- [K., Tao], Amer. J. Math., in press.
- Proofs crucially involve Schur polynomials, Schur positivity, ...
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Question: Which power functions applied entrywise preserve positivity on $\mathbb{P}_{N}$ for fixed $N$ ? (Subject of this talk.)
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## Theorem (FitzGerald and Horn, J. Math. Anal. Appl. 1977)

Let $N \geqslant 2$. Then:
(1) $f(x)=x^{\alpha}$ preserves positivity on $\mathbb{P}_{N}((0, \infty))$ if $\alpha \geqslant N-2$.
(2) If $\alpha<N-2$ is not an integer, there is a matrix $A=\left(a_{j k}\right) \in \mathbb{P}_{N}((0, \infty))$ such that $A^{\circ \alpha}:=\left(a_{j k}^{\alpha}\right) \notin \mathbb{P}_{N}$.
In other words, $f(x)=x^{\alpha}$ preserves positivity on $\mathbb{P}_{N}((0, \infty))$ if and only if $\alpha \in \mathbb{N} \cup[N-2, \infty)$.

Critical exponent:
$N-2=$ smallest $\alpha_{0}$ such that $\alpha \geqslant \alpha_{0}$ preserves positivity.
So for $A=\left(\begin{array}{ccccc}1 & 0.6 & 0 & 0 & 0 \\ 0.6 & 1 & 0.5 & 0 & 0 \\ 0 & 0.5 & 1 & 0.4 & 0 \\ 0 & 0 & 0.4 & 1 & 0.3 \\ 0 & 0 & 0 & 0.3 & 1\end{array}\right)$, all powers $\alpha \in \mathbb{N} \cup[3, \infty)$ work.
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Given a graph $G=(V, E)$ with $V=\{1, \ldots, n\}$, define

$$
\mathbb{P}_{G}:=\left\{A \in \mathbb{P}_{n}: a_{j k}=0 \text { if }(j, k) \notin E \text { and } j \neq k\right\}
$$

Note: $a_{j k}$ can be zero if $(j, k) \in E$.
Example:


$$
\left(\begin{array}{llll}
* & * & 0 & * \\
* & * & * & 0 \\
0 & * & * & * \\
* & 0 & * & *
\end{array}\right)
$$
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- Characterization does not depend on the family $\mathcal{T}$.
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The proof uses induction on $n$, and Schur complements:


$$
\mathbf{M}:=\left(\begin{array}{ccccc} 
& & & 0 \\
\mathbf{A}_{(n-1) \times(n-1)} & \vdots \\
& & & \\
& & & \\
\hline 0 & \cdots & 0 & a_{n-1, n} & a_{n-1, n}
\end{array}\right)
$$
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## General graphs

$C E(T)=1$ for all trees $T$, and $C E\left(K_{n}\right)=n-2$.
What is $C E(G)$ in general? Some preliminary observations:
(1) If $G$ has $n$ vertices then $\alpha \geqslant n-2$ preserves positivity.
(2) If $G$ contains $K_{m}$ as an induced subgraph, then $\alpha<m-2$ does not preserve positivity $(\alpha \notin \mathbb{N})$.

Consequence: $m-2 \leqslant C E(G) \leqslant n-2$.

Question: Is the critical exponent of $G$ equal to the clique number minus 2?
Answer: No. Counterexample: $G=K_{4}^{(1)}$ ( $K_{4}$ minus a chord).

$K_{4}^{(1)}$

Clearly, the maximal clique is $K_{3}$. However, we can show that $\mathcal{H}_{K_{4}^{(1)}}=\{1\} \cup[2, \infty)$.
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## Chordal graphs

Trees are graphs with no cycles of length $n \geqslant 3$.
Definition: A graph is chordal if it does not contain an induced cycle of length $n \geqslant 4$.


Chordal


Not Chordal

- Names: Triangulated, decomposable, rigid circuit graphs...
- Examples: Trees, complete graphs, triangulation of any graph, Apollonian graphs, band graphs, split graphs, etc.
- Occur in many applications: positive definite completion problems, maximum likelihood estimation in graphical models, Gaussian elimination, etc.
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## Chordal graphs

## Theorem

The following are equivalent:
(1) $G$ is chordal (i.e., every cycle of length 4 or more has a chord);
(2) $G$ can be obtained by pasting complete graphs along complete subgraphs.

## Example:



## Powers preserving positivity for chordal graphs

## Theorem (Guillot, K., Rajaratnam, J. Combin. Theory Ser. A 2016)

Let $G$ be any chordal graph with at least 2 vertices and let $r=m_{G}$ be the largest integer such that either $K_{r}$ or $K_{r}^{(1)}$ is an induced subgraph of $G$. Then

$$
\mathcal{H}_{G}=\mathbb{N} \cup\left[m_{G}-2, \infty\right)
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Example 1. Band graphs with bandwidth $d: C E(G)=\min (d, n-2)$.
So for $B=\left(\begin{array}{ccccc}1 & 0.6 & 0.5 & 0 & 0 \\ 0.6 & 1 & 0.6 & 0.5 & 0 \\ 0.5 & 0.6 & 1 & 0.6 & 0.5 \\ 0 & 0.5 & 0.6 & 1 & 0.6 \\ 0 & 0 & 0.5 & 0.6 & 1\end{array}\right)$, all powers $\geqslant 2=d$ work.

## Critical exponents of well-known chordal graphs

Example 2: Complete graph $K_{r}$ or almost complete graph $K_{r}^{(1)}$ : $C E(G)=r-2$.

Example 3: Trees: $C E(G)=1$. (So for the working example $A$, all powers $\geqslant 1$ work.)

## Critical exponents of well-known chordal graphs

Example 2: Complete graph $K_{r}$ or almost complete graph $K_{r}^{(1)}$ :
$C E(G)=r-2$.
Example 3: Trees: $C E(G)=1$. (So for the working example $A$, all powers $\geqslant 1$ work.)

Example 4: A split graph is a graph that can be partitioned as a clique $C$ and an independent set (no adjacent vertices) $V \backslash C$.

Source: Wikipedia.


As a consequence of the theorem, for every split graph $G$,

$$
C E(G)=\max (|C|-2, \max \operatorname{deg}(V \backslash C))
$$

## Critical exponents of well-known chordal graphs

Example 2: Complete graph $K_{r}$ or almost complete graph $K_{r}^{(1)}$ : $C E(G)=r-2$.

Example 3: Trees: $C E(G)=1$. (So for the working example $A$, all powers $\geqslant 1$ work.)

Example 4: A split graph is a graph that can be partitioned as a clique $C$ and an independent set (no adjacent vertices) $V \backslash C$.

Source: Wikipedia.


As a consequence of the theorem, for every split graph $G$,

$$
C E(G)=\max (|C|-2, \max \operatorname{deg}(V \backslash C))
$$

Example 5: Apollonian graphs are obtained by recursively subdividing triangles.
l.e., maximal planar graphs.
$C E(G)=\min (3,|V|-2)$.


Source: Wikipedia.
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(3) Induction and properties of chordal graphs (decomposition, ordering of cliques, etc.).
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If $d=1$ then $c=2$ and $G$ is a tree, and the converse is also true. [G.-K.-R., Trans. AMS 2016]
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- We have $\mathcal{H}_{C_{n}}^{\psi}=[1, \infty)$. However, $\mathcal{H}_{C_{4}}^{\phi}=[2, \infty)$.
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(1) Does the same combinatorial rule for chordal/cycle graphs, also work for $\mathbb{P}_{G}$ for all $G$ ? Namely, for all $G$, is $\mathcal{H}_{G}=\mathcal{H}_{G}^{\psi}=\mathbb{N} \cup\left[m_{G}-2, \infty\right)$, where $r=m_{G}$ is the biggest integer such that $K_{r}$ or $K_{r}^{(1)} \subset G$ ?
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(1) Does the same combinatorial rule for chordal/cycle graphs, also work for $\mathbb{P}_{G}$ for all $G$ ? Namely, for all $G$, is $\mathcal{H}_{G}=\mathcal{H}_{G}^{\psi}=\mathbb{N} \cup\left[m_{G}-2, \infty\right)$, where $r=m_{G}$ is the biggest integer such that $K_{r}$ or $K_{r}^{(1)} \subset G$ ?
(2) For which graphs $G$ is $C E^{\psi}(G) \neq C E^{\phi}(G)$ ?
(3) The critical exponent of a graph always appears to be an integer. Can this be proved directly (without computing the critical exponent explicitly)?
(4) Connections to other (purely combinatorial) graph invariants?
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