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UNITY IN DIVERSITY

## Regular continued fractions

$\frac{7}{24}$
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$$
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Note that $7>3>1$.

## Regular continued fractions

$$
\frac{7}{24}=\frac{1}{24 / 7}=\frac{1}{3+\frac{3}{7}}=\frac{1}{3+\frac{1}{7 / 3}}=\frac{1}{3+\frac{1}{2+\frac{1}{3}}}:=[3,2,3]
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Note that $7>3>1$.

Therefore by Euclidean Algorithm, any rational number

$$
\omega=p / q \in(0,1)
$$

( with $\operatorname{gcd}(p, q)=1$ ) will have a terminating (regular) continued fraction expansion.

## Conversely ...

Whenever $A_{1}, A_{2}, A_{3}, A_{4} \in \mathbb{N}$,
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\left[A_{1}, A_{2}, A_{3}, A_{4}\right]:=\frac{1}{A_{1}+\frac{1}{A_{2}+\frac{1}{A_{3}+\frac{1}{A_{4}}}}} \in(0,1)
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More generally, by induction on $n$,
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$$

(with $A_{1}, A_{2}, \ldots A_{n} \in \mathbb{N}$ ) is a rational number in $(0,1)$.
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$$
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## Non-terminating continued fraction expansion

Theorem
A number $\omega \in(0,1)$ has a unique non-terminating continued fraction expansion

$$
\omega=\frac{1}{A_{1}+\frac{1}{A_{2}+\frac{1}{A_{3}+\cdots}}}=:\left[A_{1}, A_{2}, A_{3}, \ldots\right]
$$

(with each $A_{i} \in \mathbb{N}$ ) if and only if $\omega \notin \mathbb{Q}$. Furthermore in this case, the $n^{\text {th }}$ truncate $\left[A_{1}, A_{2}, \ldots A_{n}\right] \rightarrow \omega$ as $n \rightarrow \infty$.

Canonical rational approximation: $\omega \approx\left[A_{1}, A_{2}, \ldots A_{n}\right]$.
Examples: $\pi \approx \frac{22}{7}$ and $\pi \approx \frac{355}{113}$.

## Why continued fractions?

Continued fractions are important in algebra, analysis, combinatorics, ergodic theory, geometry, number theory, probability, etc..

See, for example, Khintchine (1964).

## For an irrational $\omega \in(0,1)$

$$
\begin{aligned}
\omega=\frac{1}{1 / \omega}=\frac{1}{[1 / \omega]+\{1 / \omega\}} & =: \frac{1}{A_{1}(\omega)+T(\omega)} \\
& =\frac{1}{A_{1}(\omega)+\frac{1}{A_{1}(T(\omega))+T^{2}(\omega)}} \\
& =: \frac{1}{A_{1}(\omega)+\frac{1}{A_{2}(\omega)+T^{2}(\omega)}} \\
& =\cdots
\end{aligned}
$$

## The Gauss map

Take $\Omega=(0,1), \mathcal{A}=\mathcal{B}_{(0,1)}$.
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## Gauss dynamical system

Take $\Omega=(0,1), \mathcal{A}=\mathcal{B}_{(0,1)}$. Define $T: \Omega \rightarrow \Omega$ and $A_{1}: \Omega \rightarrow \mathbb{N}$ by

$$
T(\omega)=\{1 / \omega\} \text { (Gauss map) } \quad \text { and } \quad A_{1}(\omega)=[1 / \omega] .
$$

Bad News: $T$ does not preserve the Lebesgue measure on $(0,1)$.

Define a probability measure $P$ (Gauss measure) on $(\Omega, \mathcal{A})$ by

$$
P(A)=\int_{A} \frac{1}{(1+x) \log 2} d x .
$$

Theorem (Gauss)
$T$ preserves $P$, i.e., for all $A \in \mathcal{A}, P(A)=P\left(T^{-1}(A)\right)$.
$(\Omega, \mathcal{A}, P, T)=$ the Gauss dynamical system.

## A reformulation of Gauss's theorem

Exercise (in Probability Theory II): Suppose $X$ is a random variable having probability density function

$$
f_{x}(x)=\frac{1}{(1+x) \log 2}, \quad x \in(0,1)
$$

Then show that $\{1 / X\} \stackrel{\mathcal{L}}{=} X$.

## A stationary process

Take $\Omega=(0,1), \mathcal{A}=\mathcal{B}_{(0,1)}, P(d x)=((1+x) \log 2)^{-1} d x$.

## A stationary process

Take $\Omega=(0,1), \mathcal{A}=\mathcal{B}_{(0,1)}, P(d x)=((1+x) \log 2)^{-1} d x$. Define $T: \Omega \rightarrow \Omega$ by $T(\omega)=\{1 / \omega\}$ and $A_{1}: \Omega \rightarrow \mathbb{N}$ by $A_{1}(\omega)=[1 / \omega]$.

## A stationary process

Take $\Omega=(0,1), \mathcal{A}=\mathcal{B}_{(0,1)}, P(d x)=((1+x) \log 2)^{-1} d x$. Define $T: \Omega \rightarrow \Omega$ by $T(\omega)=\{1 / \omega\}$ and $A_{1}: \Omega \rightarrow \mathbb{N}$ by $A_{1}(\omega)=[1 / \omega]$.

For all $j \in \mathbb{N}$, set $A_{j+1}(\omega):=A_{1}\left(T^{j}(\omega)\right), \omega \in \Omega$.

## A stationary process

Take $\Omega=(0,1), \mathcal{A}=\mathcal{B}_{(0,1)}, P(d x)=((1+x) \log 2)^{-1} d x$. Define $T: \Omega \rightarrow \Omega$ by $T(\omega)=\{1 / \omega\}$ and $A_{1}: \Omega \rightarrow \mathbb{N}$ by $A_{1}(\omega)=[1 / \omega]$.

For all $j \in \mathbb{N}$, set $A_{j+1}(\omega):=A_{1}\left(T^{j}(\omega)\right), \omega \in \Omega$.

This defines a sequence $\left\{A_{n}: \Omega \rightarrow \mathbb{N}\right\}_{n \geq 1}$ of positive integer-valued random variables on the probability space $(\Omega, \mathcal{A}, P)$.

## A stationary process

Take $\Omega=(0,1), \mathcal{A}=\mathcal{B}_{(0,1)}, P(d x)=\left((1+x) \log 2^{-1} d x\right.$. Define $T: \Omega \rightarrow \Omega$ by $T(\omega)=\{1 / \omega\}$ and $A_{1}: \Omega \rightarrow \mathbb{N}$ by $A_{1}(\omega)=[1 / \omega]$.

For all $j \in \mathbb{N}$, set $A_{j+1}(\omega):=A_{1}\left(T^{j}(\omega)\right), \omega \in \Omega$.

This defines a sequence $\left\{A_{n}: \Omega \rightarrow \mathbb{N}\right\}_{n \geq 1}$ of positive integer-valued random variables on the probability space $(\Omega, \mathcal{A}, P)$.
$A_{n}=n^{\text {th }}$ digit in the regular continued fraction expansion of a random number $\omega \in(0,1)$ chosen according to the law $P$.

## A stationary process

Take $\Omega=(0,1), \mathcal{A}=\mathcal{B}_{(0,1)}, P(d x)=((1+x) \log 2)^{-1} d x$. Define $T: \Omega \rightarrow \Omega$ by $T(\omega)=\{1 / \omega\}$ and $A_{1}: \Omega \rightarrow \mathbb{N}$ by $A_{1}(\omega)=[1 / \omega]$.

For all $j \in \mathbb{N}$, set $A_{j+1}(\omega):=A_{1}\left(T^{j}(\omega)\right), \omega \in \Omega$.

This defines a sequence $\left\{A_{n}: \Omega \rightarrow \mathbb{N}\right\}_{n \geq 1}$ of positive integer-valued random variables on the probability space $(\Omega, \mathcal{A}, P)$.
$A_{n}=n^{\text {th }}$ digit in the regular continued fraction expansion of a random number $\omega \in(0,1)$ chosen according to the law $P$.
$T$ preserves $P \Rightarrow\left\{A_{n}\right\}$ is a strictly stationary process.

## A stationary process

Take $\Omega=(0,1), \mathcal{A}=\mathcal{B}_{(0,1)}, P(d x)=((1+x) \log 2)^{-1} d x$. Define $T: \Omega \rightarrow \Omega$ by $T(\omega)=\{1 / \omega\}$ and $A_{1}: \Omega \rightarrow \mathbb{N}$ by $A_{1}(\omega)=[1 / \omega]$.

For all $j \in \mathbb{N}$, set $A_{j+1}(\omega):=A_{1}\left(T^{j}(\omega)\right), \omega \in \Omega$.

This defines a sequence $\left\{A_{n}: \Omega \rightarrow \mathbb{N}\right\}_{n \geq 1}$ of positive integer-valued random variables on the probability space $(\Omega, \mathcal{A}, P)$.
$A_{n}=n^{\text {th }}$ digit in the regular continued fraction expansion of a random number $\omega \in(0,1)$ chosen according to the law $P$.
$T$ preserves $P \Rightarrow\left\{A_{n}\right\}$ is a strictly stationary process. In particular, $A_{1}, A_{2}, A_{3}, \ldots$ are identically distributed.
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## Two easy observations

- Direct Computation: For all $m \in \mathbb{N}$,
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P\left(A_{1} \geq m\right)=\frac{1}{\log 2} \log \left(1+\frac{1}{m}\right) \sim \frac{1}{m \log 2} \quad(\text { as } m \rightarrow \infty)
$$

- For all $u>0$,

$$
P\left(\frac{A_{1} \log 2}{n}>u\right)=P\left(A_{1} \geq\left\lceil\frac{u n}{\log 2}\right\rceil\right) \sim \frac{1}{u n}
$$

as $n \rightarrow \infty$. In particular,

$$
n P\left(\frac{A_{1} \log 2}{n}>u\right) \rightarrow u^{-1}
$$

( $A_{1}$ is regularly varying with index 1 ).
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## Theorem (Doeblin (1940), losifescu (1977))

For all $u>0$,

$$
\mathcal{E}_{n}^{u}:=\#\left\{1 \leq j \leq n: A_{j} \log 2>u n\right\} \xrightarrow{\mathcal{L}} \mathcal{E}_{\infty}^{u} \sim \operatorname{Poi}\left(u^{-1}\right)
$$

as $n \rightarrow \infty$.

Corollary (Main result of Galambos (1972))
Let $M_{n}^{(1)}:=\max \left\{A_{i} \log 2: 1 \leq 1 \leq n\right\}, n \in \mathbb{N}$. Then for all $u>0$,

$$
P\left(\frac{M_{n}^{(1)}}{n} \leq u\right) \rightarrow e^{-u^{-1}}
$$

as $n \rightarrow \infty$.

## The main question

## Theorem (Doeblin (1940), losifescu (1977))

For all $u>0$,
(DI) $\quad \mathcal{E}_{n}^{u}:=\#\left\{1 \leq j \leq n: A_{j} \log 2>u n\right\} \xrightarrow{\mathcal{L}} \mathcal{E}_{\infty}^{u} \sim \operatorname{Poi}\left(u^{-1}\right)$
as $n \rightarrow \infty$.
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Our work yields the rate of convergence in Pollicott's result.

## The main result
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- $b_{1}$ can be bounded easily, and
- the bounds on $b_{2}$ and $b_{3}$ need the following exponential mixing property of $A_{i}$ 's:


## Theorem (Philipp (1970))

There exists $C>0$ and $\theta>1$ such that for all $m, n \in \mathbb{N}$, for all $F \in \sigma\left(A_{1}, A_{2}, \ldots, A_{m}\right)$, and for all $H \in \sigma\left(A_{m+n}, A_{m+n+1}, \ldots\right)$,

$$
|P(F \cap H)-P(F) P(H)| \leq C \theta^{-n} P(F) P(H) .
$$

## Thank You Very Much

